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Machine Learning

Definition - Machine Learning

A field of inquiry devoted to understanding and building methods that leverage data to improve 
performance on some set of tasks.
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Some Machine Learning Terms

● Feature - Some sort of information about a piece of data
○ Person - Height, Job, Age, etc.
○ Car -  Make, Model, Year, etc.

● Labeled Data - Data with a feature corresponding to the “answer” to question
● Loss function - A function that determines how incorrect the model is
● Accuracy - A measure of how often a model is correct 



Main Types of Machine Learning

● Supervised Learning
○ Learning from labeled dataset
○ Attempts to match label
○ Typical form of learning
○ “Expensive”

● Unsupervised Learning
○ Learning from unlabeled dataset
○ Attempts to mimic data
○ Becoming more popular

● Reinforcement learning
○ Learning to solve task
○ Scored based on how it gets closer to 

solving task



Machine Learning Models

● Linear Regression
○ Attempts to fit a straight line to data 

based on features

● Decision Tree
○ Split dataset according to labels based 

on some feature(s)

● Support Vector Machine (SVM)
○ Attempts to divide data into classes 

based on features
○ Tries to “maximize” margin between 

classes



Artificial Neural Networks (ANNs)

● Inspired by the brain
● Consists of layers and connections
● Each layer consists of neurons
● Workflow

○ Data comes in
○ Flows through layers
○ Calculations done at each layer
○ Final layer outputs result



Some Neural Network Terms

● Layer - A section of the network which does a specific computation
● Neuron - A component in a ANN layer
● Input Layer - The first layer in a network which takes input
● Output Layer - The last layer in a network which produces output
● Hidden Layer - The layers between input and output which produce values 

which are not seen
● Weights - Values associated with components of layers (e.g. the connections 

between ANN layers). Generally, these evolve in training



Golf Example

● Two inputs
○ Weather, Temp

● We need to make the data numbers
○ Weather: Rainy=0, Overcast=1, Sunny=2
○ Temperature: All ready a number

● One output
○ Golf: No= output<=0, Yes= output>0
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Where do these 
magical weights 
come from?



Training!



How do we train?



Analogy - Foggy Mountain

● You are dropped in the mountains
● It's so foggy you can see your hand 

in front of your face
● You need to get out of the 

mountains
● What do you do?



I have some (potentially) bad news



Stochastic Gradient Descent (SGD)

● Stochastic - Randomly determined
● Gradient - slope of the function
● Gradient Descent - a way to find the 

minimum of a function
● Stochastic Gradient Descent - Doing 

Gradient Descent in stochastic way



Training Loop

1. Randomly select piece of data
2. Give it to network
3. Network performs computation
4. Network outputs value
5. Compare value to label using loss function
6. SGD computes adjustments for weights from loss value
7. If happy then End
8. Else GOTO 1



Evaluating a Model

● Split up dataset
○ Training set - What the model learns from
○ Validation set - How we check the model in 

training
○ Test set - How we check the model overall

● Metrics
○ Loss
○ Accuracy

● Underfit
○ When a model can’t perform well on a data 

set

● Overfit
○ When you do far better on the training set 

then the other sets



Key Types of Networks



Convolutional Neural Network (CNN)

● Images are just values
○ RGBa - Red, Green, Blue, alpha
○ HSV - Hue, Saturation, Value

● Convolution on images
○ Applies a function to an image
○ Function is typically learned
○ Like a filter on an image

● Can reduce the image’s 
complexity

● Main use is object recognition
○ Detect cars on road
○ Detect tumors on medical scans



Autoencoders

● A model for learning encodings and 
generating new data

● Unsupervised learning
● Two components

○ Encoder
○ Decoder

● Given data
○ Encoder generates an “encoding”
○ Decoder takes “encoding” and attempts 

to generate data similar to initial data
○ Loss function determines difference
○ Network is changed accordingly



Autoencoder example

Encoder Decoder



Autoencoder example

Encoder Decoder



Autoencoder example
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Autoencoder example

Encoder Decoder
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Autoencoder example

Encoder Decoder
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Autoencoder example

Encoder Decoder
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Autoencoder example

Encoder Decoder
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Autoencoder example

Encoder Decoder
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Autoencoder example

Encoder Decoder
1.2 0.1 14
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Loss Function

Very Low



Transformers (Networks in disguise)

● Transforms input into
○ Text
○ Video
○ Etc.

● Can operate on variable sized input
● Use “attention” mechanisms
● Attempts to predict next item in sequence



Attention Example

I saw a dog cross the street

Attention Mechanism

7 6 3 9 7 1 8



Let's talk about some 
relevant examples



Text to Image

● Merging a transformer and an decoder
● Transformer converts text to encoding

○ Attention looks for “keywords”
○ Pays more “attention” to them

● Decoder takes encoding and produces image
● Training examples are annotated images

“Cubist Gorilla”

“Snake 
wearing a 
top hat 
eating ice 
cream”



ChatGPT - The Model

● Based on GPT-3 (Generative 
Pre-trained Transformer)

● Trained on:
○ Wikipedia
○ Books
○ An archive of the internet
○ Hundreds of millions of sentences
○ Real human interactions

●  Model itself is 800GB (That is huge)



ChatGPT - What is it doing?

● Takes in prompt
● Encodes it
● Attempts to predict what word 

should come next?
● Continues doing this until the best 

prediction is no more words



Something I tried


